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Motivation



• Data Economy – a strategic priority for EU’s sustainable future growth integrating policy, 
technology, and innovation actions

• Public Sector Information – open up and create value from public-sector and publicly-
funded Data (open data, INSPIRE, H2020, OGP, …)

• Industrial Data Platforms – emerging organization & technical instrument to facilitate data 
sharing and valorization within EU industrial value chains

• Research

• Open Access – de jure policy for sharing EU-funded scientific output

• Data Management Plans – formalize data handling on project/organization-level

• FAIR data – de facto international policy for scientific data

Motivation

Converging Policy landscape



Economic growth, scientific 
progress, and societal 
prosperity are about searching, 
sharing, using, experimenting, 
building, and valorizing

Motivation

The Big Picture

Data
(*frictionless)

* = simple, fast, inclusive, 





• Scientific eInfrastructure for data-intensive 
research
• Supports the full lifecycle of scientific data 

management, processing, sharing, and reuse

• Inherently scalable, cloud-based

• Nation-wide, horizontal, cross-domain

• Low-cost, economies of scale, network effects, 
maximize ROI

• Multiple roles: Open Access, FAIR Data, Public 
Data, Industrial Data Platform

HELIX

Hellenic Data Service

Data first



• Publications
• Nation-wide, cross-domain discovery of 

publications
• Adapt and localize OA OpenAIRE CRIS services

• Data
• Data catalogue and repository for FAIR scientific

and industrial data
• Discover, collect, evaluate, download, and use

• Labs
• Generic-purpose and domain-specific services and 

APIs for data analysis, processing, and 
experimentation

HELIX

The 3 pillars of HELIX

Data alone is 
not enough



• Scientists: data sharing, OA publishing, data experimentation
• All scientific fields, including citizen scientists

• Organizations: institution-wide services augmenting, exposing, or replacing existing publication 
& data catalogues/repositories
• Academia, Research, Public Administrations (PSI), special-interest groups

• Scientific Infrastructures: building block; scalable data processing services for very large, 
heterogeneous scientific data
• Upcoming: ELIXIR (bio), APOLLONIS (linguistic)

• Industry & innovators: value-added services; ad hoc analysis services
• Industrial Data Platform: low-cost data processing infrastructures; Data Science as a Service, training data 

for ML

HELIX

Target groups



• Phase 0 (incubation): 2012-2017
• Original concept & funding proposal; core technology developed in other R&D projects; National Research 

Infrastructures Roadmap

• Phase 1 (MVP): 2018-2019
• MVP for technical/policy foundations; core services & lighthouse apps/communities; prepare follow-up

• Phase 2 (Beta): 2020-2024
• Scale services and expand reach to more scientific communities; integration in 3rd infrastructures; first industrial clients;

governance structure; industrial data platform

• Phase 3 (Production): 2025-
• Sustainable diachronic operation

HELIX

Development Roadmap



HELIX

Data-driven agile development

Select data 
domain

Metadata

Data engineAPIs

Evaluation
Geo, bio, 

statistics, energy,  
linked, …MVP

SoA

Prototyping

Design

UR

M1 – M6 M7 – M24



HELIX Architecture



Three pillars
HELIX Architecture

pubs.hellenicdataservice.gr data.hellenicdataservice.gr lab.hellenicdataservice.gr

hellenicdataservice.gr || helix.gov.gr



• Search for Publications
• Harvested from EU-wide institutional, thematic, or ad-

hoc repositories
• Provide publications published from Greek S&T 

organizations
• OAI-PMH v2.0, OAI-DC

• Value added services (under development/testing)
• Infer data from publications (link data with pubs)
• Analytics & KPIs

• OA Training & support

HELIX Architecture

Publications



• CKAN-based Data Catalogue & Repository extended via multiple 
plugins
• Core CKAN v2.8 (started from v2.2, soon will port to v3.0)

• Plugins: CKAN + PublicaMundi (metadata, geo) + HELIX (metadata/workflow)

• Custom roles/profiles/organization structure

• Core CKAN services & HELIX-specific services
• Search, view, visualize, download

• Data management
• Dataset upload (files) open to all publishers (size-limited, admin QA & 

sanitization)

• Multiple replication policies for harvested datasets

• Automated independent and asynchronous data ingestion policies (files to data)

HELIX Architecture

Data



• Open-ended collection of independent services and applications for 
experimenting and using data
• No interdependencies or single point of failure

• Fast and simple to replace/extend services in operation

• Service portfolio constantly expanding, with varying TRL/access levels

• Replicate/expand the industry emerging paradigms (e.g., Azure, Google)

• All have automated & configurable access to the repository’s data
• Data available as files or databases/data processing frameworks

• Flexible data availability policies per type/data set (e.g., depending on size, 
popularity, importance, domain, resource-utilization)

HELIX Architecture

Lab



HELIX Architecture

Logical Architecture
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GRNET Infrastructure



• HELIX developed, tested, and deployed on top of GRNET’s infrastructure
• Okeanos-knossos (IaaS): Computing resources allocated to HELIX and assembled to VMs/VM 

groups according to needs
• Upcoming:

• DELOS (AAI): authenticate academic users; HELIX-specific per service/role authorization 
• ARIS (HPC): PoC for Jupyter HPC/GPU kernels; evaluate HPC-focused workflow 

management systems
• Internal Service deployment, orchestration, monitoring and management

• IaaS-agnostic, built-to-scale, loosely coupled
• Production requirements unknown (Phase 3); PoC/beta serves to scale in the future
• Standard (e.g., data catalogue) vs. Resource-intensive (Jupyter Lab/Hub, Spark, HPC)

HELIX

Overview



• IaaS resources organized in VM groups/clusters
• DRDB assembled in LVM and allocated to VMs; VPNs for 

intra-VM communication
• Setup individual VM and VM groups per service/role/scaling 

requirements (Ansible) 
• Dockerized components & services

• Orchestration/Workflow management
• Spring Batch-based (ingestion, publishing flows, 

housekeeping)
• Upcoming: scientific/HPC workflows (AirFlow, Aiida)

• Monitoring
• RRD: system-level (CPU, mem, traffic) & docker-level 

(resource use/container)
• Alerts & Reports (typical workloads, scaling issues)

HELIX

IaaS Utilization



• Single Jupyter Hub per kernel type (load balancing, management, QoS)
• Kernel types: Stable (base, scientific, data science) & Experimental (Deep 

Learning, Big Data)
• Resources per Kernel type: from 2 vcores/4GB up to 32vcores/32GB
• Users categories: Standard (majority), Beta (resource intensive), Academic

(courses)
• Tap into simple ML libraries, HPC/GPU, Apache Spark

• HELIX-specific extensions
• User, User Group, and Kernel management
• Virtual user file system linked to data catalogue

HELIX

JupyterHub



HELIX

HELIX Lab / JupyterHub
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