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What	is	Copernicus?

Copernicus	is	a	European	
space	flagship	programme	
led	by	the	European	Union

Provides	the	necessary	data	
for	operational	monitoring	
of	the	environment	and	for	
civil	security

ESA	coordinates	the	space	
component
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Copernicus	operations	strategy

Main	objectives	of	the	operations	strategy:

• Reliable	provision	of	data	to	Copernicus	users

• Systematic	operational	activities	with	a	high	level	of	automation

Sentinels	operations	approach:

• Sentinels	are	operated	via	a	pre-defined	background	observation	
and	downlink	plan:

o Scenario	is	updated	on	a	regular	basis	(e.g.	6-months)	taking	
into	account	user	requirements	evolution

o Generally	no	on-demand	planning	is	allowed

• All	Sentinels	acquired	data	is	systematically	downlinked	and	
processed	to	generate	a	predefined	list	of	core	products	within	
specific	timeliness
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Copernicus	Sentinel	Data	Access
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Copernicus	Sentinel	Data	Access	Hubs

Copernicus	user	uptake:	registered	Sentinel	users
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Copernicus	Sentinel	Data	Access	Hubs



1. S5P-Expert	Hub
2. S5P-PreOps	Hub
3. IntHub -------------------->	 			ESA	international	agreements
4. TmpHub ------------------>			When	everything	else	fails	(e.g.	SciHub)!
5. AfricaCast Hub	---------->			ESA-Eumetsat agreement
6. DIAS	Hub	Node	3
7. ColHub Node	3
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Services	provided	@	Sentinels	Greek	Hub

S5-P	to	the	world!



Sentinel-2A
Non	Time	Critical

Sentinel-1A
Non	Time	Critical

Sentinel-1B
Non	Time	Critical

Supported	missions

Products	retention 21 days

Official	launch 18	Oct	2017	

Max	concurrent	downloads

L1C
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Sentinels	Greek	Hub	|	IntHub service

Users

Objective Serving	Sentinel	data	to	international	partners

Sentinel-2B
Non	Time	Critical

10	products/user

Sentinel-3A
SRAL	NTC,	STC,	NRT



Sentinel-2A
Non	Time	Critical

Sentinel-1A
Non	Time	Critical

Sentinel-1B
Non	Time	Critical

Supported	missions

Products	retention 21	days

First	Activation 1	Aug	2017	

Max	concurrent	downloads No	restrictions	are	applied

L1C
L2A

29

Sentinels	Greek	Hub	|	TmpHub service

Users

Objective Fallback	DataHub service	in	case	of	a	major	
maintenance	in	T-Systems

Everyone	(a	single,	common	guest	account)

Sentinel-2B
Non	Time	Critical

Sentinel-3A
OLCI,	SLSTR,	SRAL	

NTC	&	SRAL	STC,	NRT



GRNET Datacenter

S-1A
NTC

S-1B
NTC

Publication Frontends

IntHub
Active	FE

Sentinels	Greek	Hub	|	Architecture

S-2A	L1C S-2B	L1C S-3A	OLCI
NTC

S-3A	SLSTR
NTC

S-3A	SRAL
NTC	&	STC

S-2A	L2A

S-3A	SRAL
NRT

S-1A/B
NRT

S-3A	OLCI
NRT

S-3A	SLSTR
NRT

S-2B	L2A
NRT

IntHub
Backup	FE

ColHub3
Active	FE

ColHub3
Backup	FE

DIASHub3
Active	FE

DIASHub3
Backup	FE

AfricaCastHub
Active	FE

AfricaCastHub
Backup	FE

Service Proxies
IntHub
Active	
Proxy

IntHub
Backup	
Proxy

ColHub3
Active	
Proxy

ColHub3
Backup	
Proxy

DIASHub3
Active	
Proxy

DIASHub3
Backup	
Proxy

AfricaCastHub
Active	Proxy

AfricaCastHub
Backup	Proxy

Synchronization Backends

TmpHub
FE

~	60	VMs,	storage:	~	800	TiB,	~680	
CPU	cores,	2.2	TiB RAM

S-5P	L1B
RPRO

S-5P	L2	NRT S-5P	L2	NTC S-5P	AUX

S5-P	Expert
Active	FE

S5-P	Expert
Backup	FE

S5-P	PreOps
Active	FE

S5-P	PreOps
Backup	FE

S5-P	Expert
Active	
Proxy

S5-P	Expert
Backup	
Proxy

S5-P	PreOps
Active	Proxy

S5-P	PreOps
Backup	
Proxy
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Sentinels	Greek	Hub	| Operations bridge
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Sentinels	Greek	Hub	| Some	numbers!

https://sysma.copernicus.grnet.gr/grafana/d/6qWqCTAmk/services-overview?refresh=1m&orgId=1&from=1533081600000&to=1541030399000&var-resolution=1d
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Sentinels	Greek	Hub	| Some	numbers!
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Sentinels	Greek	Hub	| Some	numbers!

S5P	
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Sentinels	Greek	Hub	|	Network	Statistics

Outgoing network traffic from Sentinels Greek Hub service proxies
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The	Greek	Mirror	site

The	1st Collaborative	Ground	Segment	(Mirror	
Site)	for	Sentinel	satellite	missions	was	signed	

between	ESA	and	NOA	on	12	May	2014

https://sentinels.space.noa.gr/
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The	Greek	Mirror	site

https://sentinels.space.noa.gr/

§ Built up an additional pick up point (Mirror Site) of Sentinel data at the premises of the National
Observatory of Athens (NOA) in collaboration with the Greek Research and Technology Network GRNET
S.A. the Greek Partner of the GEANT network.

§ Disseminate Sentinel data and higher level Copernicus products to the End User & scientific communities
mainly at national level, but also to neighboring South Eastern Mediterranean and Balkan countries on
the basis of the existing and/or future transnational needs and cooperation.

§ The whole project is in line with the ongoing initiatives and strategic objectives for building at NOA a
Center of Excellence for EO based monitoring of the Environment and Natural Disasters and processing of
Space Data.
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The	Greek	Mirror	site

https://sentinels.space.noa.gr/

§ HNSDMS is running on a high performance VM provided by GRNETwith the following characteristics:
• 10 Gbit/s NIC to connect with the Copernicus Collaborative Nodes
• Debian Jessie 8.5, 64bit OS
• 16 CPU cores
• 16 GB RAM
• 44 TB disk
• Static, dedicated IPV4 & IPV6 addresses

§ Synchronizes products with remote copy from ColHub Node 1 & 2 for a specified Area of Interest (below)
§ Rolling archive of 30 days using a 44TiB NAS storage
§ Plans to add Shibboleth support for academic user authentication
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The	Greek	Mirror	site	|	EO	toolkit

https://sentinels.space.noa.gr/

§ okeanos is GRNET’s IaaS cloud service. It enables users
from the Greek Research and Academic Community to
create VMs with only a few clicks.

§ A custom Linux image named EO Toolkit was created on
the okeanos service

§ EO Toolkit is a customized Ubuntu Linux image, preloaded
with multiple powerful GIS tools and scientific libraries.

§ okeanos has a global version of the service for the rest of
the European Academic Community. EO Toolkit will be
also included in okeanos-global.
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The	Greek	Mirror	site	|	EO	toolkit

https://sentinels.space.noa.gr/
§ Easy and fast deployment with only a few clicks required
§ Multiple tools already configured and ready to use
§ VMs canbe resized dynamically according to the project needs
§ Fast downloading speeds from HNSDMS and other hubs, independently of the user’s computer connection

speed
§ Fast processing directly on the cloud, without the need of a fast local computer
§ User can delete and create a fresh EO Toolkit VM within minutes
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