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Compute Service

* |nstitutional Cluster:
— University affiliates

— Simplified
access model

Command Line

When you connect to a resource, you are
on a login node shared by many users.

Commands for code execution,
Batch | copy input files to scratch,...
Script | Specify number/type of nodes,
" length of run, output directory, ...

S e
Researcher Data _ Job
Store project files

such as source
code, scripts, and
small input data
sets to your Home
directory.

Home

Login Nodes
Use for tasks such as file
editing, code compilation, data

Run jobs by submitting your batch
script to the compute nodes using
the “gsub” command.

backup,
and job submission.

Data

Scratch &
Read/write data from
compute nodes to your
Scratch directory.

Your job is submitted to a
queue and will wait in line until
nodes are available. Queues
are managed by a job
scheduler that enables jobs to
run efficiently.

1T
TIT

File System
Compute Nodes

source: https://bluewaters.ncsa.illinois.edu/running-your-jobs
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Hardware overview

* 1x Login node
— 8 Cpu Cores

* 20 Compute nodes
— 600+ Cpu Cores (job slots)

— lIrregular specs
* 12x 8 Cpu Cores (Intel Xeon)
* 8x 64 Cpu Cores (AMD Opteron)
* 1 Nvidia Tesla GPU Card

* CentOS Linux 6.9
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Usage policies

* Storage space (both HOME and SCRATCH) are shared (no
quotas currently being enforced)

Users should acknowledge the support and/or services
within relevant publications (journals, conferences etc)
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Application form

https://it.auth.gr/el/eForms/scientific account

®oppa altnong yLa Aoyapracpo (pooBaon) otnv Ispupatikr) cuotolia

Enwvupo

KopoooyAou

‘Ovopa

Maoyaing

Email attoUpevou

pkoro@it.auth.gr

TpApo/Movada

Kévtpo HAektpovikrig AtakuBépvnong

18LétNTa
ZupBaaotouxog OpLopévou Xpovou

EmBAémwv KabnyntAg *

‘Exw SLaBdoeL To Kelpevo TTOALTLKNG Kat Toug Opoug Xpriong tng I8pupatikrig cuotolxiag tou AMNe 6nwg autol anotumwvovtal £5w (Kavovlopdg): *

Mpoatpetik@ Alya AdyLa yLa tnv epeuvnTLkr SpactnpLotnta

KATAXQPHZEH AITHZHE


https://it.auth.gr/el/eForms/scientific_account
https://it.auth.gr/el/eForms/scientific_account
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Tools and Applications

GCC and PGI Compilers available

Several Interpreted languages available
— (i.e. MATLAB, R, Mathematica, Python and more)

20+ computational and 1/0 libraries
50+ scientific applications on several domains

Software is accessible mainly via modulefiles
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Application request form

https://it.auth.gr/el/eForms/complimentary scientific software

pkoro@it.auth.gr

TuRua/Movada

Kévtpo HAektpovLkrG AlakuBépvnong

18L6TnTa

ZupBaactouyog OpLopévou Xpdvou

Epooov Ba BéAate va xpnolporolroete éva gpyaleio 1) pia BLBALobrikn otnv utoAoyLotikn untoSopr] Tou KEVTpou PTIopELTE va CUPTIANPWOETE TNV MAPAKATW Yoppa. Zuvtopa Ba
€MKOWWVAoEL pall oag éva PENOG TG UTTooTrPLENG XPNOTWV TIPOKELPEVOU va evnuepwBEelTe yia Tnv eEEALEN TWV EpyacLWV EYKATAOTACNG TOU AOYLOULKOU OTNV UMoSOopr.

‘Ovopa AOYLOULKOU *

lotdtomog Aoyloptkal *
http://

Meprypagr) AoyLopikot *

EmBupw tnv £ykatdotaocn Tou mapandvw TakETou AoyLopLKOU *

- Em\oyn - ~ | TG umodopng tou Kévtpou.

KATAXQPHZIH AITHZHE


https://it.auth.gr/el/eForms/complimentary_scientific_software
https://it.auth.gr/el/eForms/complimentary_scientific_software
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Storage Services

* Distributed GlusterFS service (open source)
— 400TB+ storage
— Native GlusterFS (FUSE) as well as NFS, Samba
— Horizontal scaling (5 servers)
— Replicated and/or Distributed volumes
* Both HOME and SCRATCH volumes
— HOME: 3.6TB
— SCRATCH: 2.9TB

— Weekly updated report on usage:
* $ disk_usage
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Other Services

* BigData
— HDFS (~1TB usable, accessible via NFS on Login nodes)
— Spark2
— Elastic
* Cloud
— Public “fat” VMs for limited time spans (i.e. 6mo)

— Supported OSes:

* Debian, Ubuntu, CentOS
— Can be

* preconfigured via Cl or

* Administered by user
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Scientific Results

https://it.auth.gr/el/sciComp/research

* 45 research groups (active during 2015)
— 100+ researchers
— 5 PhD thesis
— 4 graduate thesis (3 post-graduate)
— 4 scientific projects
— 10+ publications

10


https://it.auth.gr/el/sciComp/research
https://it.auth.gr/el/sciComp/research
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Monthly Stats

ZUYKEVTPWTLKA OTATLOTIKA EpYAcLWV

Number of jobs completed in month Cpu time consumed in month Total memory used in month

4437 2 years 36.6 T
anhaManAans

METPLKEG popTiou epyactwy

Number of Jobs (Queued and Running) Worker Nodes Utilization
25K 100%
20K
15K
50%
1.0K
500
0 0%
101 10/4 10/7 10/10 10/13 10716 10/19 10/22 10/25 10/28 10/30 101 10/4 10/7 10710 10713 10/16 10/19 10/22 10/25 10/28 10/30
Queueing times (Average) Active Worker Nodes
5 day 20
3 day 15
2 day 10
1 day 5
Ons 0
101 10/4 10/7 10/10 10/13 10/16 10/19 10/22 10/25 10/28 10/30 10/1 10/4 10/7 10/10 10/13 10/16 10/19 10/22 10/25 10/28 10/30
Xpovol 0AOKANPWoNG Epyactwv
Queueing time per job percentiles (average) Walltime used per job percentiles (average)
a day 2 days
aday
17 hours aiday
11 hours 14 hours
6 hours
a few seconds a few seconds
p25.0 queuedtime 4 days 6 hours p25.0 walltime_used_tot 8 days 3 hours
p50.0 queuedtime 4 days 12 hours p50.0 walltime_used_tot 8 days 4 hours
p75.0 queuedtime 4 days 16 hours p75.0 walltime_used_tot 8 days 7 hours
p95.0 queuedtime 4 days a day p95.0 walltime_used_tot 10 days aday

== p99.0 queuedtime 6 days aday == p99.0 walltime_used_tot 14 days aday
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From Local to National to International Rls
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®
—{=]
* Grid
— 325 Grid Sites
* 826,500 CPU Cores
* >500PB Storage
* ~1.5M Jobs
* Federated Cloud

— 21 Cloud Sites
* 6600 CPU Cores
* ~100VMs/day
* Usage Metrics
— 46K users
— >400 research papers in 2015
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PRACE

* 25 Member Countries

* 7 Tier-0 offered by 5 PRACE members
— CURIE (@GENCI, France) => 1.75PFlops & 15PB
— MARCONI (@CINECA, Italy) => 13PFlops
— Hazel Hen (@HLRS, Germany) => 7.42PFlops & 11PB
— JUQUEEN (@FZJ, Germany) => 5.87PFlops
— MareNostrum (@BSC, Spain) => 1PFlops
— Piz Daint (@CSCS, Switzerland) => 7.8PFlops
— SuperMUC (@LRZ, Germany) => 3.2PFlops & 10PB
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e e
EUDAT

* Collaborative Data Infrastructure
— 35 European Organizations from 15 Countries

* Services:
— Handle service (i.e. for data registration)
— Search service (you know, for Search)
— Staging service (i.e. for computation)
— Replication service (i.e. for safekeeping)
— Storing and sharing services
— Syncing service

15
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