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[I\/Iodel training experiments ]

We conducted a series of training experiments to investigate the impact of

hyperparameter choices and computational scaling on the performance of large language

models (LLMs). Specifically, we trained the meta-llama-3.2-1B and meta-llama-3.2-3B

models while varying key hyperparameters, including
5]

batch size = (4, 8, 16, 32) * weight decay = 0.01

number of training epochs = (10, 30, 50) warmup ratio=0.1

number of GPUs = (1, 2, 3, 4) « gradient accumulation = 4 steps

learning rate = 5e-6 * maximum sequence length = 256 tokens
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Performance

Validation Loss vs Batch Size (GPUs - Epochs)
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Performance 10epochs

Validation Loss vs Batch Size (GPUs - Epochs)
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Performance 30 epochs

Validation Loss vs Batch Size (GPUs - Epochs)
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Performance 50 epochs

Validation Loss vs Batch Size (GPUs - Epochs)
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Performance

Training Time vs Batch Size per Model/GPUs - 30 Epochs
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Efficiency

Speedup vs Batch Size per Model/GPUs - 30 Epochs
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Efficiency

Efficiency vs Batch Size per Model/GPUs - 30 Epochs
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Convergence

Train Loss vs Batch Size per Model/GPUs - 30 Epochs
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Convergence

Evaluation Loss

Eval Loss vs Batch Size per Model/GPUs - 30 Epochs
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GPU Utilization — nvidia-smi 1B

Model: meta-llama-3.2-1B - Average GPU Utilization (%) vs Batch Size - 30 Epochs
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GPU Utilization — nvidia-smi 3B

Model: meta-llama-3.2-3B - Average GPU Utilization (%) vs Batch Size - 30 Epochs
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nvidia-smi

The current
power draw
versus the
maximum
power limit (in
Watts).
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The amount of memory currently in
use versus the total available memory

(in MiB).
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The percentage
of the GPU's
processing
capacity being
utilized for
computation.
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nvidia-smi
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nvidia-smi
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GPU Utilization — pynvml| 1B

Model: meta-llama-3.2-1B - Average GPU Utilization (%) vs Batch Size Epochs per Model/GPUs - 30 Epochs
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GPU Utilization — pynvml| 3B

Model: meta-llama-3.2-3B - Average GPU Utilization (%) vs Batch Size Epochs per Model/GPUs - 30 Epochs
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Memory Usage —nvidia-smi 1B

Model: meta-llama-3.2-1B - Average Memory Usage (%) vs Batch Size - 30 Epochs
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Memory Usage — nvidia-smi 3B

Model: meta-llama-3.2-3B - Average Memory Usage (%) vs Batch Size - 30 Epochs
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Memory Utilization — pynvml 1B

Model: meta-llama-3.2-1B - Average Memory Usage (%) vs Batch Size per Model/GPUs - 30 Epochs
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Memory Utilization — pynvml 3B

Model: meta-llama-3.2-3B - Average Memory Usage (%) vs Batch Size per Model/GPUs - 30 Epochs
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Tensorboard

rd ME SERIES

Ten SCALARS

Q, Filter runs (regex)

Run

<

(<]

meta-llama-3.2-18-4

meta-llama-3 2-18-8

(<
o 0 0 %
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(< < ]
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[< I < |
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a
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<
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<]
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<]
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<]
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<]
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(<]

meta-llama-3.2-38-29

<]
b o & ® 0 o
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TEXT INACTIVE {} c & ®
Q, Filter tags (regex) Al Scalars  Image  Histogram X settings
a . a
X rinned
Pin cards for a quick view and comparison
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Tensorboard - Parameters

By Setting the value to unique_run_name = os.path.basename(cfg.output_dir)
"tensorboard", you instruct the training system to send all
gathered metrics (like loss, accuracy, runtime, etc.) to tensorboard_log_dir = os.path.join("./tb_logs", unique_run_name)
TensorBoard. The system then generates the necessary event

files that the TensorBoard application reads and visualizes. training args = TratningAngumenta(

output_dir=cfg.output_dir,
per_device_train_batch_size=cfg.batch_size,
per_device_eval_batch_size=cfg.batch_size,

With the value set to "steps", the nun_train_epochs=cfg.nun_epochs,
. - o e learning_rate=cfg.learning_rate,
system records the metrics after a certain number of training eiutit cecayets we it ey,
« . . gradient_accumulation_steps=cfg.gradient_accumulation_steps,
steps are completed. Note: This is usually accompanied by e
another parameter (e.g., logging_steps=X) e
report_to="te »
. logging_strateg 555
Specrﬁes the Iocal logging_dir=tensorboard_log_dir,
. . logging_steps=10,
directory where the log files are stored. save_total_linit-2,

logging_first_step=True,
eval_strategy="
save_strategy
load_best_model_at_t
metric_for_best_mode

True Ensures that metrics are logged
immediately after the very first training step is completed.

greater_is_better=
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Thank you for your attention.

Questions?
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