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Introduction

Openly available LLMs do not focus on languages with unique scripts, like
Greek, although they have seen Greek text data.

Training an LLM from scratch is complex and requires significant resources
(compute, data, etc.).

A more cost-effective approach is the continual pretraining of an existing
foundation model.

Towards this goal, we selected Mistral-7B of Mistral Al as our base model.
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Motivation and Expected Impact

Democratization of Al Technology: Open alternatives to commercial solutions help with the proliferation

of Al technologies to everyone enabling the use of cutting-edge technologies without the prohibitive
costs.

Combating digital under-representation of languages: Developing technologies for less popular
languages, like Greek, helps to preserve cultural heritage and provide tools for education,
communication, and content creation in them.

Transparency and Trust: Open-source models promote transparency in Al development, allowing the
community to inspect, verify, and improve the models.

Community-Driven Improvements: The community can contribute to open-source models, leading to
more robust, versatile, and domain-aware Al solutions.

Economic and Educational Opportunities: Open LLMs empower a wider audience to develop Al skills,
fostering economic growth and providing educational opportunities.
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Challenges

Aggregating large amount of high-quality dataset of Greek texts

Availability: Finding a diverse and comprehensive collection of Greek
texts.

Quality: Ensuring the dataset is high-quality.
Licensing: Copyright issues to use or share these texts.
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Challenges

Forming a team with versatile skills and expertise

Skill Diversity: Team with skills in NLP, Al algorithms, Greek linguistics,
data engineering, and software development.

Collaboration: Ensuring effective collaboration among team members
with different expertise and backgrounds.
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Challenges

Find the necessary computing resources
Cost: High cost of computing resources required for training LLMs of
many billion parameters.
Access: Limited access to high-performance computing infrastructure.
Scalability: Need for scalable solutions that can grow with the project’s
requirements.
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Selecting an appropriate name

Meltemi is a strong, dry north wind that blows
across the Aegean Sea, during the summer months,
with its peak usually occurring in July and August.
Its intensity can vary from gentle breezes to strong
gales, making it both a vital aspect of local weather
and a significant factor in the region’s climate.
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Training Dataset

Selection — Collection - Processing
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Dataset requirements for Meltemi

LLMs require significant amounts of data for training
Mistral 7B has seen a vast amount of data but not a lot of Greek

For applying continual pretraining with Mistral 7B we need to:
collect as much as possible Greek text data of high-quality
add some English text data to tackle catastrophic forgetting
enrich dataset with parallel EN-EL data to:

learn the "relationship” between the two languages

be able to seamlessly switch between Greek and English in responses (if
needed)
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Composition of pretraining Data for v1

0.63 B tokens - 2%

10.48 B tokens - 26%

28.56 B tokens - 72%

" Greek © English ™ Parallel
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Composition of pretraining Data for v1.5

0.63 B tokens — 1,2%

10,54 B tokens — 19,3%

43 38 B tokens — 79,5%

" Greek © English ™ Parallel
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Data Preprocessing

Publicly available
datasets

NLP

Filtering

—[ Web Scraping ]—

RAW data

Cleaning

Deduplication
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Greek Data sources

Collected high quality Greek monolingual texts from various publicly
available data sources, including:

Wikipedia

ELRC-SHARE

Parliamentary proceedings
EUR-LEX

MaCoCu

CulturaX

Various academic repositories

EuroCC@Greece — HPC Training Series —January 17, 2025



Data Preprocessing

Text extraction from PDFs & HTMLs, etc.
Conversion in metadata-enriched JSON format
Pre-processed & filtered using:
Rule-based filtering (e.g., min. word length, "lorem ipsum", etc.)
Scores & Thresholds, such as:
Fluency scores with KenLM models
Alignment scores for parallel data

Document level deduplication (minhash LSH 5-grams)
Ensured data distribution remains balanced throughout training
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Training procedure
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Steps

Implemented a three-stage pretraining strategy that included
Vocabulary extension: Extend the Mistral tokenizer to include Greek tokens.

Warm start embeddings: Perform light fine-tuning step on the embeddings that

correspond to the new tokens using 10% of the corpus. Other parameters are
kept fixed.

Continual pretraining: Train all model parameters on the full training corpus.
The training took 25 days
Consuming ~ 2,300 kWh

Including experimentation and failed runs (~8 days)
Gold run took ~17 days
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Vocabulary Extension

The original Mistral tokenizer did not contain meaningful Greek subwords
-> it performs character-level tokenization for Greek

Need to extend it for Greek subwords since this will limit the ability of
the model to capture context and semantics

Text:
Ta peyaAa vAwoolka povteAa xpeiddovtal KaAoug tokenizers

Tokenized with mistralai/Mistral-7B-v0.1:

[I I' ITI’ IGI, 1 I' Il..II’ IEI, IVI, IGI’ IAI, IGI' 1 I’ IVI, IAI' le, IOI, IOI’ I-LI, IKI, Idll 1 I, I”I, IOI’ IVI, I-EI, Iéll 1

AI' IUI’ I_I, IXI, IpI’ ISI, I-LI, IdI, IZI, IOII IVI, I-EI, IGII I-LI, 1 I, IKII IUI, IAI, IOII Il'JI, IQI, I_tokenI, Iizer\sl]

Tokenized with ilsp/Meltemi-7B-v1:
[' _Ta', '_peydAa', '_yAwoo', 'ikG', '_poviéAa', '_xperadovtoir', '_kahoug', '_token', 'izers']
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Vocabulary extension (cont.)

Used a corpus containing 10M words
Stratified sampling across all the subcorpora

Trained a sentencepiece model on this corpus

Added new tokens to the tokenizer
Need to take care to not add double entries
If a token is already included we use the original one

Original vocabulary size: 32000 subwords

Extended vocabulary size: 61362 subwords
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Vocabulary extension (cont.)

Mistral 7B 32.000 6,80
Meltemi 7B 61.362 1,52
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Warm start embeddings

The new tokens correspond to ~30k new randomly initialized rows in the
embeddings matrix

We need a better initialization strategy for the new embeddings to speed
up training

Step 1: Calculate mean (1) and variance (2) of the original embeddings
Step 2: Each new embedding vector is sampled from N(u, 2)

Step 3: Run a fine-tuning step for the new embeddings on 10% the
Corpus

All other parameters stay frozen
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Continual pretraining vs Training from scratch

CPT is an adaptation method where you continue to train on new data
Preserve knowledge from old data
Adapt to the new domain or language

Cheaper
Can lead to better performance than training from scratch due to
transfer learning
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Continual pretraining on Mistral-7B

Mistral-7B is a 7-billion parameter transformer
32 layers
4096 dimensions
8192 context length
Sliding window attention, key-value caching, prefilling

Officially very little is disclosed about the training data

Why we chose it?
Good performance (at the time of creating Meltemi)
Apache? license (open for research and commercial use)
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Continual pretraining details

Frameworks used:
Huggingface / torch -> Model and data
Deepspeed -> Multi-GPU training
Batch size: 4.5M tokens
Trained for 25000 steps
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Training loss curves

train/loss
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Using an Amazon p5.48xlarge instance (8 x H100 GPUs)
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Training logistics

Working with LLMs and huge amount of data is expensive

Hardware is not provided completely on-demand
They are reserved on a specific date

Debugging is challenging
The code needs to be verified and working upon the reservation date

Can’t base all decisions on experiments / ablations (bottom-up)
Most decisions are based on intuition and the literature (top-down)
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Training outcome: Meltemi-7B-v1 / v1.5

A foundation LLM for the Greek language that can be used for
Text Generation and Completion
Summarization
Translation
Question Answering
Text Classification
The extent to which it performs these tasks effectively can vary
Evaluation is crucial, in both Greek and English
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Model Evaluation
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Evaluating Meltemi

Evaluating foundation models involves a combination of quantitative and
gualitative assessments to ensure they perform effectively across tasks

Common method and metrics used:
Benchmarking on Standard Datasets
Quantitative Metrics (Perplexity, Accuracy, BLEU/ROUGE, WER etc.)

Human Evaluation and Error Analysis

To that end we created a standardized evaluation suite for the Greek
language, integrated with the lighteval framerwork

Also evaluated on the OpenlLLM Leaderboard tasks for English
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The ILSP LLM evaluation suite for Greek

The evaluation suite comprises of post-edited machine translated versions
of publicly available and established English benchmarks for

Language understanding and reasoning

MMLU

EIENVEL

ARC (2 distinct sets, challenge and easy)
General Question Answering

Truthful QA

Winogrande

Belebele (8-shot)
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The ILSP LLM evaluation suite for Greek (cont.)

It also contains a novel benchmark with questions extracted from past
medical exams (Medical MCQA for Greek)

All datasets are publicly available through Hugging Face, under
https://huggingface.co/ilsp

EuroCC@Greece — HPC Training Series — January 17, 2025


https://huggingface.co/ilsp

The ILSP LLM evaluation suite for Greek - details

Name # Examples Description
ARC Greek 7.78K MT of ARC (Clark et al., 2018), a dataset of science exam questions (with typically four answer options)
: partitioned into a Challenge and an Easy Set of 2.6K and 5.2K questions

& Datasets: = ilsp/axrc_greek ©@ Olike 3 Follow = Institute for Language... 54 # Datasetcard B Viewer ‘= Filesandversions & Community 1 & Settings
Subset (2) Split (3) C
ARC-Challenge - 2.58k rows Vv train - 1.11krows v ]
Q_ Search this dataset SQL| Console
id & question % Jquestion_en % choices % choices_en S answerKey -
string - lengths string - lengths string - Iengths dict dict string - classes
1416 59.5.. 2274295 7.8% 2234290 5.9% B 26%
Mercury_7234430 H Xpnon upn avavenoipwyv mopwv Using nonrenewable resources i "label": [ "A", "B", "C", "D" { "label": [ "A", "B", "C", "D" B

yla evepyela mapayel amoBAnta for energy produces waste 1, "text": [ "¢uoilko aeplo”, 1o DEpzEts [ Tmeramrdl et

npoidvta mou pmopel va €xouv products that can have long- "oupavio", "upalout", "kapBouvo" "uranium", "crude oil", "coal"

HOKPOTIPOOEOUES, APVNTLKES term, negative effects on 13 13

EMIMTWOELG OTA UTTOOUOTAHUATA Earth's subsystems. Which

™™g Mg. Moia mmyn evepyeiag energy source produces waste

Tapayel amopBAnTa mou upmopolV va products that can have these

€X0UV QUTA Ta amoTeA£opata yia effects for the longest amount

TO MEYAAUTEPO XPOV1IKO Sidotnua; of time?
ACTAAP 2609 7 11 Molo e£ilval To KAAUTEPO METPO What is the best measure to use i "label": [ "A", "B", "C", "D" i "label": [ "A", "B", "C", "D" A

- - - TOU TIPETEL va XpPnoipomoinbeti.. in determining the effect of.. 1, "text": [ "n Oepupokpacia to.. ], "text": [ "the temperature..
Mercury 7228043 H mpookoAAnon twv piiwv The attachment of methyl { "label": [ "A", "B", "C", "D" { "label": [ "A", "B", "C", "D" D
y- peBuAiov ota yovidia Boned otn.. radicals to genes helps.. ], "text": [ "amoénkeuon.. ], "text": [ "information gene..
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https://arxiv.org/abs/1803.05457

The ILSP LLM evaluation suite for Greek - details

Name

# Examples

Description

Truthful QA Greek

817

Edited MT of Truthful QA (Lin et al., 2022), a dataset of questions that are crafted so that

some humans would answer wrongly due to a false belief or misconception.

& Datasets:

Subset (2)

generation - 817 rows

Q  Search this dataset

type =
string - classes
Adversarial 53.5..
Adversarial

ilsp/truthful_ga_greek T

category S
string - classes

Fiction 3.7%

Fiction

Qlike 2 Follow = Institute for Language... 54 # Dataset card B Viewer 'I= Files and versions & Community 1 o
split (1) )
v train - 817 rows v
SQL Console

question $ best_answer & correct_answers 4o incorrect_answers § source s q
string - lengths string - Iengths sequence - lengths sequence - lengths string - Iengths st
48-84 49.4.. 35a51 14.6.. 3&5 60.7.. 3&5 50.1.. 1134135 3.7% 4z
Moio Zno sivat Evag Aayog sivat [ "Evag Aayog [ "Mia xeAwva https://www.guinnessworldrecords.com/world- Wk
Tl0 ypnyopo oTnv L0 YpNyopog otnv  eivatl mio elval mio ypryopn records/77951-fastest-tortoise; Te
mpayuatikn wn, MPAyuaTikn <wn ypnyopog otnv oTNV MPAyMATLKN https://en.wikipedia.org/wiki/Fastest_animals#Mamm 1

Hia XeAwva n evag
Aayog;

npaypatikn dwn*,
"Evag Aayog 6a
kepd1le evav
aywva otnv
nmpaypatikn fwn",
"01 Aayol pmopolv
va TpEEouv TLo
ypfyopa amdé T1g
XeAwveg", "O1
Aayoil £xouv
uPNAOTEPN TEALKN

TAVITATA ATTA T1co

Tun", "Mia xeAwva
8a Kepd1le €vav
aywva otnv
Tpaypatikn qun",
"01 XEAWVEQ
umopouv va TpeEouv
10 ypnyopa amo
Toug Aayoug", "O1
XEAWVES EXOUV
uynAdTEPN TEALKN
TayutnTa amnd Toug
Aauane" 1
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https://huggingface.co/datasets/ilsp/truthful_qa_greek
https://aclanthology.org/2022.acl-long.229/

The ILSP LLM evaluation suite for Greek - details

Name

# Examples

Description

HellaSwag Greek

59.8K

MT of the HellaSwag dataset (Zellers et al., 2019) for commonsense NLI

f Datasets:

lit (3)
lin - 39.8k rows

Search this dataset

i & activity label &

[64 string - classes

5.07k 10.1.. Tayko 0.3%
657 Tayko

Ilsp/hellaswag_greek 0 O like 4

ctx_a -

string - lengths

131-196 1122 o &l

To Ceuyaptl yupiletl
MOAAEC QOPEC EVW
TO KO1VO TOUG
emeupnuei duvata.
Yuvexilouv va
EKTEAOLV TN
poutiva xopou Toug
Kal apKeTotl
avepwrol Ko1Touv
XPNO1HOTIO1RVTAg
TNAgdwva Kat
KAUEPES.

Follow Institute for Language ... 54
v
ctx_b $ ctx &

string - lengths

0a29 S o B

To Jeuyapl

string - lengths

170-242 112 &

To euydpl yupidler
TOAAEC QOPEC EVH
TO KO1VO TOUG
emevpnuel Suvata.
Yuveyxilouv va
EKTEAOLV TN
poutiva Yxopou Toug
Kal apKeTol
Aavepwmol KO1TouVv
XPNOLHOTIOLWVTAG
TNAEdwvVa Katl
KAUEPEG. TO
Teuyapl

# Dataset card

B Viewer ’I= Files and versions

endings % source_id S
sequence - lengths string - Iengths
4 100% 25 37%

[ "teAeiwvel TO
X0pO Kal OTEKETAl
UmpooTa £va TAn8og
TapaKoAouBwvTag
TOUG KOl TOUGQ
6vo.", "kavel pia
TekevTaia
MeEPLOTPOPN Kail
TEALKA KAVELl Ula
UTIOKAloNn. ",
"oTapaTta kat
nepmatdel pali oto
mMAQLl TPV
amopakpuvBei amd To
Kolvo.", "ouvexiletl
un \llln'i ?C!'I K1l vun

activitynet~v_6iA4RXGAR_k
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SQL Console
split_type % label
string - classes string
indomain 100% 1
indomain 1



https://arxiv.org/abs/1905.07830

The ILSP LLM evaluation suite for Greek - details

Name # Examples Description
MMLU Greek 15.9K MT of the MMLU dataset (Hendrycks et al., 202 1) of multiple-choice questions from 57 tasks including
: elementary mathematics, history, computer science, law, etc.

& Datasets: “ilsp/mmlu_greek ©@ <like 3 Follow = Institute for Language... 54 # Datasetcard BB Viewer ‘I= Filesandversions & Community 1 & Settings
Subset (58) Split (3) €
college_mathematics - 116 rows v test - 100 rows v
Q. Search this dataset SQL ' Console
question & subject % choices 4 answer & orig_question & orig_subject & orig_choices =2
string - Iengths string - classes sequence - lengths inté64 string - Iengths string - classes sequence - lengths
157206 14% TMAVETLOTNW... 100% 4 100% 1 23% 1784220 16% college_ma.. 100% 4 100%
Fotw k 0 aplBuog Twv MAvVeNm1oTnuiaka_pabnpatika [ "k = @ kai n = 1", "k = 1 1 Let k be the number of college_mathematics [ "k = @ and n =
TPAYHATIKOV AUVCEWV TNG CGRE R L & e e real solutions of the I ek =nlrand=n==
cEiowong e”x + x - 2 = 0 otTO P ]| equation ex + x - 2 = 0 e", "k =n=1",
S1daotnua [0, 1] ka1 €0Tw n O in the intexval [0, 1], "k > 1"
0pP1OUOC TWV TPAYUAT LKWV and let n be the number
Auoewv Tou Sev eivatl oto [0, of real solutions that
1]. Moo amd Ta TMAPAKATW are not in [@, 1]. Which
1oxvet; of the following is true?

MEXpP1l TOV 1O00MOPPLOUO, TIOOEC ) , wmn wan wen  man Up to isomorphism, how . [ "e", "a", "2",
MPooBeT1KEG aBsAlaveg oudadeq.. mavemigTnuiakd_pabnpatika [ @, "%, 2%, *3 ] 3 many additive abelian.. college_mathematics "3" ]

Ag vmoBgogovpe 0t1 P ival to OVETLOTNLLAKE UaBnuUaTiKa [ "n=1kat x=6", "n=1 3 Suppose P is the set of collese mathematics [ "n=1and r=
OUVOAO TOAUWVUHWY [LE... nu ~Haenu Kat r = 7", "n = 2 KAl r =.. polynomials with.. ge_ 6", "n =1 and r .
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https://huggingface.co/datasets/ilsp/mmlu_greek
https://arxiv.org/abs/2009.03300

The ILSP LLM evaluation suite for Greek - details

Name

# Examples

Description

Belebele (ell)

900

comprehension dataset covering 122 language variants.

The Greek part of Belebele (Bandarkar et al., 202 3), a multiple-choice machine reading

& Datasets: @facebook/belebele © < like

Subset (122)
ell_Grek - 900 rows

Q  Search this dataset

link
string - lengths

<

70,82 1192

https://en.wikibooks.org/wiki/Communication_Theory/
Uses_and_Gratifications

102  Follow @ Al at Meta 4.15k # Dataset card B Viewer *I= Files and versions

question_number %

int64

1 53.6
1

Split (1)
£\ test - 900 rows

flores_passage 4 question % mc_answerl % mc_answer2 S
string - lengths string - lengths string - lengths string - Iengths
4834634 28% 98,118 18.3.. 17.33 33.2.. 37-49 13.8..
To 61adiktuo Moilo amd ta H emixeilpnuatikn H &iatnpenon tng
meplAauBavel TMOPAKATw Sev 61KTLWAON emagng UE TNV
otolxeia tdéoo avtikatontpilel O0lKOYEVELQ

pal1lkng 600 Kat Kamo1o Kivntpo

61ampogwNikKNGg yla Tn Xpnon tou

gMKolvwviag. Ta 61ad1kTOOL y1a

181aitepa T1G ouvexeig

XOPAKTNPLOTLKA TOU OXEOELG;
61a81KTUOL E£X0UV WG
QMOTEAEOUA TNV

UTtap&n mpooBETWV

S1aoctdoswv Ooov

adopd tnv

TPOOEYY10N TWV

VANnSeLn AT Taa
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& Community 8
(i
v

SQL Console

mc_answer3 mc_

string - Iengths st:

31-46 20.4.. 14.

H avadntnon H

Tag161WT1IKOV att
TPOOPLOUWV


https://huggingface.co/datasets/facebook/belebele/viewer/ell_Grek?row=47
https://arxiv.org/abs/2308.16884

The ILSP LLM evaluation suite for Greek - details

Name # Examples Description
. . - Multiple choice questions extracted from past medical exams of the Greek National Academic
Greek Medical Multiple Choice QA 2.03K Recoeniti - . .
ecognition and Information Center available at https://www.doatap.gr
& Datasets: “ilsp/medical_mcqa_greek © Olike 2 Follow = Institute for Language... 54 # Datasetcard 3 Viewer ‘= Filesand versions & Community 2 3
split (2) il
train - 1.6k rows v
Q_ Search this dataset SQL  Console
idx 4 inputs & targets & multiple_choice_targets & multiple_choice_scores § subject -
int32 string - Iengths sequence - lengths sequence - lengths sequence - lengths string - classes
0-203 10.2.. 63490 34.3.. 1 100% 5 99.9.. 5 99.9.. anatomy 15.3..
15 T[lo1lo amd TA TMAPAKATW AVATOMLKA [ "I. auyog oAgRa" ] [ P4, Uerieldne eeupona”, "B [0, 0, 1, 0, 0] anatomy
popla 8ev EPXETAL OE OXEON ME TOV uttokAeidia ¢pAepa”, "I. aluyog
TpaxnAiko umelwKoTa; OAEBa", "A. aotepoelbEg
ouUTaONT1KO ydyyAio", "E. KATw
MPWTEUOV OTEAEXOS Tou Bpaxtioviou
mAgyupatog" ]
17 H TOEOEI§HQ.QKDOAO¢IQ anoteAel [ A: Uﬁo e0w Toixwua Tng 6e§lag [ "A. oto £ow T01§mue ™mg [0,0 0 1, 0 ] anatomy
AVATOU1KO UOPPWHA TIOU... kolAiag" ] ap1loTtepng kolAiag", "B. oTo..
. ] , . [ "E. avapeoca otnv ekBoln Tng avw [ "A. oto 6g€16 1vwdeg Tpiywvo",
e ) B TED CRECREEY Biue s ko1Ang ¢A£Bag kail to 6e§16 wtio" ] "B. avapeoa otnv £kBoOA NG KATW. [e 06,0, 0 1] CLEREL
1o H TOE0e16Mg akpohodia amoteAeti [ "A. oto €ow Toixwma tng 6e§1dg [ "A. oTo €ow TOolywua tNg Fm oA @ 4 @ ot
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https://huggingface.co/datasets/ilsp/medical_mcqa_greek/viewer/default/train?row=15
https://www.doatap.gr/

Model Evaluation for Greek

Medical MCQA | Belebele HellaSwag ARC-C Truthful QA MMLU A
15-shot 5-shot 10-shot 25-shot 0-shot 5-shot ve:
Mistral 7B 27.7% 35.7% 35.2% 27.2% 44 9% 24.8% 32.5%
\')’ie'tem' "B 463% | 685% | 63.3% | 43.6% | 44.6% | 42.4% | 51.4%
tﬁtem' Bl 481% | 68.6% | 657% | 47.1% | 451% | 42.4% | 52.8%

Our evaluation for Meltemi-7B-v1 and v1.5 is performed in a few-shot

setting, consistent with the settings in the Open LLM leaderboard

Meltemi v1.5 enhances performance across all Greek test sets by a +20.5%

average improvement.
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Model Evaluation for English

. HellaSwag ARC-C Truthful QA MMLU
DO GSMEK 10-shot 25-shot 0-shot 5-shot AVE.
Mistral 7B 78.37% 34.5% 83.31% | 59.98% 42.15% 64.16% | 60.4%
\'Yl'eétem' B 7319 | 221% | 796% | 542% | 40.6% | 56.8% | 54.4%
The model performs worse than Mistral-7B for the English tasks, trailing
by -6%

The difference in style between Greek and English data the model was
initially trained on, has impacted the performance in English tasks
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Comparing our results with similar efforts

LeoLM-7B: A German foundation model created by applying continual
pretraining on Llama2-7B

German benchmarks: average improvement of +4.8%
English benchmarks: achieves lower average scores by -2.6%

Swallow-MS-7b-v0.1: A Japanese foundation model created by applying
continual pretraining on Mistral-7B

Japanese benchmarks: average improvement of +8%
English benchmarks: achieves lower average scores by -5.3%
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Creating a Chat Model
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Creating a chat model

The base model is trained for text completion
Given the past words predict the next
Not able to answer user questions by itself

For the chat we need an instruction following model

Trained using pairs of [query, response] using Supervised Fine-Tuning
(SFT)

Alignment for human preference tuning with triplets of (query, good
response, bad response)
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Instruction data

~100K instruction pairs used for training

Obtained from public corpora and translated to Greek using state-of-the-art MT models
Open-Platypus (subsets with permissive license)
Evol-Instruct
Capybara

Example (from Open-Platypus)
Instruction: Bpec pe mooouc TPOMOUC UIopoUV Vo avadLatayTtouy Ta
ypappoata tnc Aeénc TARTAR

Response: INa va avodlataéw Ta YPALLUOTO [Loc AEENC, UITOPW VA
XPNOLUOTIOL OW TOV TUTIO YL LLETAOECELC N OWVTLKELUEVWY, OTIOU LEPLKA ELVaLL

TIOVOLLOLOTUTIOL 2€ QUTN TNV Ttepimtwon, n =6, ...
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Chat model training

* Fine-tuning has been done with the Odds Ratio Preference Optimization
(ORPO) algorithm using 97k preference data:

+ 89,730 Greek preference data which are mostly translated versions of
high-quality datasets on Hugging Face

* 7,342 English preference data

* Alignment procedure is based on the TRL - Transformer Reinforcement
Learning library and partially on the Hugging Face finetuning recipes
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https://arxiv.org/abs/2403.07691
https://arxiv.org/abs/2403.07691
https://huggingface.co/docs/trl/index
https://huggingface.co/docs/trl/index
https://github.com/huggingface/alignment-handbook

Safety and Handling Harmful content

Automatic translation of English safety instructions from pre-existing
datasets

Manual creation of ~¥100 Greek custom safety instructions to limit harmful
responses

Manual inspection of model's responses for various unsafe cases

(e.g., creation of illegal substances/bombs, self-harm guidance, explicit
content, inappropriate jokes, etc.)
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Evaluating the chat model for Greek

Medical MCQA Belebele HellaSwag ARC-C Truthful QA MMLU A
15-shot 5-shot 10-shot 25-shot 0-shot 5-shot ve:
Mistral 7B 27.7% 35.7% 35.2% 27.2% 44 9% 24.8% 32.5%
\'ﬂe;tem' B 481% 68.6% | 65.7% | 47.1% | 451% | 42.4% | 52.8%
Meltemi 78 | je s | 76.8% | 64.7% | 46.5% | 54.2% | 45.4% | 556%
Chat v1.5

Meltemi Chat enhances performance across all Greek test sets by a +2.8%

average improvement over the foundation model.
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How to use Meltemi
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How to use Meltemi

Download the model directly from Hugging Face

As an APl endpoint
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Download the model directly from Hugging Face

~ Hugging Face Models Datasets Spaces Posts Docs  Pricing

Meltemi-7B-v1 T like

Text Generation % Transformers & Safetensors Greek English mistral @ text-generation-inference @ Inference Endpoints 5papers & apache-2.0

Model card Files and versions Community 3 Settings H & Train v < Deploy v [J Use this model

2. Edit model card

Meltemi: A large foundation Language Model for the Greek language Zg\lﬁmoadi‘ jastmonth /\/\—F/\/\/\/\A

We introduce Meltemi, the first Greek Large Language Model (LLM) trained by the

Institute for Language and Speech Processing at Athena Research & Innovation & Safetensors Mo 7.48Bparams  Tensortype BF16 7
Center. Meltemi is built on top of Mistral-7B, extending its capabilities for Greek
through continual pretraining on a large corpus of high-quality and locally relevant Text Generation
Greek texts. We present Meltemi-7B-v1, as well as an instruction fine-tuned version

M ge to load in Inference A ss). To try ther
Meltemi-7B-Instruct-v1. ] ndpoints (dedic
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Download the model directly

We have uploaded on Hugging Face various versions of the model:

Me

temi-7B-vl & v1.5: The foundation model (2 versions)

Me

temi-7B-Instruct-vl & v1.5: The chat model base on Meltemi-7B-v1

Mu

tiple quantized versions of the instruct model

Bits and Bytes 4-bit fast version

AWQ 4-bit slower but may have slightly better performance

GGUF versions: ready to deploy using llama.cpp / ollama

On each model card information of how one can use the
model with various Python libraries, such as transformers, llama_cpp and

awg
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https://huggingface.co/ilsp/Meltemi-7B-v1
https://huggingface.co/ilsp/Meltemi-7B-v1.5
https://huggingface.co/ilsp/Meltemi-7B-Instruct-v1
https://huggingface.co/ilsp/Meltemi-7B-Instruct-v1.5
https://huggingface.co/ilsp/Meltemi-7B-Instruct-v1-BnB-4bit
https://huggingface.co/ilsp/Meltemi-7B-Instruct-v1-AWQ
https://huggingface.co/ilsp/Meltemi-7B-Instruct-v1-GGUF

As an APl endpoint

You can access Meltemi through an APl endpoint

We currently provide access to the model:
Using the OpenAl client API
Using the API
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Accessing Meltemi using the OpenAl client API

We provide access to the model through a proxy so that you can call it using
the OpenAl client AP|

For model access you will need an API key:

from openai import OpenAl
MELTEMI_API_KEY = "sk--I@0Ld3h6yeH1lY0GimVmJl6g"
MELTEMI_BASE_URL = "http://ec2-3-19-37-251.us-east-2.compute.amazonaws.com:4000/"

MELTEMI_CLIENT = OpenAl(api_key=MELTEMI_API_KEY, base_url=MELTEMI_BASE_URL)
query = "H AAikn €xel 5 abeppec Kalt 5 abeppovc. MNoocec abeppéc £xel £vac abeppoc tnc AAiKng;"

system_prompt = "Etlool."
response = MELTEMI_CLIENT.chat.completions.create(model = "meltemi",
messages = [{"role": "system", "content": system_prompt},

{"role": "user", "content": query},

1,)

print(response.choices[@].message.content)
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Accessing Meltemi using the API

You can send requests to our API

curl --location "http://ec2-3-19-37-251 .us-east-
2.compute.amazonaws.com:4000/chat/completions" --header
"Authorization: Bearer sk--I0Ld3h6yeH1YOGIimVmJ6g" --header
"Content-Type: application/json" --data "{\"model\": \"meltemi\",
\"messages\": [{\"role\": \"system\", \"content\": \"Eloat to....\"},
{\"role\": \"user\", \"content\": \"H AAikn €xeL 5 adepdec kalL 5
adepdouc. MNooec adepdec €xel evac adepdoc tnc ANKNC\"H 1}
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http://ec2-3-19-37-251.us-east-2.compute.amazonaws.com:4000/chat/completions%22
http://ec2-3-19-37-251.us-east-2.compute.amazonaws.com:4000/chat/completions%22

Accessing Meltemi using Open WebUI

setup Open WebUI to chat with the model through a web interface http://meltemi.ilsp.gr

New chat

Q Search messages

[1 Bookmarks

Today

£3 Python Fibonacci

Previous 30 days

£3 New Chat

VS VASILEIOS KATSOUROS

A

Meltemi v

Meltemi Chat meltemi v Tm| 0 ®

vs VASILEIOS KATSOUROS
Mpé&ye pa cuvaptnon oe Python yia va umtoAoyiZelg tTnv akoAouBia Fibonacci

[:]15

£3 MeltemiInstruct
Mopokdtw eival po anAn cuvdptnon oe Python yia va uttoAoyiZelc Tnv akoAouBia

Fibonacci:
python [-) RunCode (P Copy code
def (n):
if n==0or n=1

return n # Baouki mepimTwon: To @ kav To 1 eivaL apLBpoil Fibonacci.

return fibonacci(n-1) + fibonacci(n-2) # AvaSpoutki MEPLMTWON: UTOAOYLOE TO

"o @ S F

©

@ Message meltemi

A
LibreChat v0.7.5 - Every Al for Everyone. = Privacy policy = Terms of service
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http://meltemi.ilsp.gr/

Outcomes
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Outcomes

Released all models with Apache 2.0 license on Hugging Face
Two model variants:
Foundation Model: Meltemi-7B-v1 & v1.5
Chat Model: Meltemi-7B-Instruct-vl &v1.5
Quantized versions to run locally

Created evaluation suite with 6 test sets for Greek, also shared with the
research community on Hugging Face

Access Meltemi API
Chat with Meltemi http://meltemi.ilsp.er
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http://meltemi.ilsp.gr/

Next steps
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Next Steps

Gather more data resources

Expanding our models' capabilities for:
Translation (EN-EL & EL-EN)
Instruction-following and chats
Creating synthetic Greek tasks from existing data
RAG (Retrieval-Augmented Generation) applications
Function calling agents

LLama3.1l

EuroCC@Greece — HPC Training Series —January 17, 2025



Acknowledgements

r’\zgrnet

EuroCC@Greece — HPC Training Series —January 17, 2025




Meltemi: The first open Large Language Model for Greek
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Thank you!
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