European Supercomputers
and Large Language Model

Applications
A Match Made in heaven?

Speaker: Simeon Harrison
Trainer at EuroCC Austria
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What can LLMs be used for?

Many different use cases

Made possible by the
transformer architecture

Choose your model
according to the use-
case

Make sure you know
your use-case
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Conversation

Text Generation Translation

Question Answering

Text to Speech

Transcription of Videos Text Classification

Sentiment Analysis Similarity Detection

Summarization
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How can you influence LLMSs?

co .
ple

train from X, cost, quality
scratch

finetuning
RAG
prompt
Engineering
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How can you use LLMs with your data?

RAG:
Retrieval Augmented Generation

— pre-
training 3 response Ry O
5 R i O

response

s e QA sstem
I query + relevant
docs EJJ

org/domain
specific dataset

* |deal for tapping into company’s knowledge DBs

*  Minimises hallucinations by grounding response
on retrieved evidence

» (Can quickly adapt to changing data

* Makes it easier to interpret result

Finetuning

response
gigantic base Finetuned LLM User

datset LLM E

org/domain
specific dataset

trgir:i;\g finetuning N - =Ry O
§ | D — S

* |dealif plenty of labelled data is available

* Teaches model domain specific vocabulary

+ Company's writing/answer style is ,baked" into
model through fine-tuned parameters



Transformer Models

Spoilt for Choice at

Easy filtering

Huge repository

Libraries Datasets Languages Licenses Models 353,609 F
Other
i M mistralai/Mistral-7B-v0.1
7 C ation + Updated about 2 hours age 81.3|
Multimodal

B8 Feature Extraction Text-to-Image # Open-Orca/Mistral-7B-OpenOxca

neration « Updated 3 days ago

[ Image-to-Text &  Text-to-Video
) Visual Question Answerin; " o T

Q s ¥ mistralai/Mistral-7B-Instruct-v0.1
> Document Question Answering ext Generation « Upd about 2 hours a

Graph Machine Learning

s. stabilityai/stablelm-3b-4elt

Computer Vision 5

Depth Estimation 59 Image Classification

Object Detection 4  Image Segmentation s. stabilityai/stable-diffusion-x1-base-1.0

-to-Image - Updated 7 days agc

T~

E  Image-to-Image

Source: https://huggingface.co/

All the relevant info
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Google


https://huggingface.co/
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Pick the Right Model

M mistralai Mistral-7B-Instruct-v0.2 T like 1.04k
7>  Text Generation % Transformers (O PyTorch £ Safetensors mistral finetuned conversational

[ arxiv:2310.06825 i License: apache-2.0

# Modelcard ‘= Filesand versions ¢ Community

£ Edit model card

Model Card for Mistral-7B-Instruct-v0.2

The Mistral-7B-Instruct-v0.2 Large Language Model (LLM) is an improved instruct

fine-tuned version of Mistral-7B-Instruct-v0.1.

For full details of this model please read our paper and release blog post.



Prepare your Data

Garbage in— garbage out

* Most underrated aspect of Al

* Most time consuming aspect of Al. Time
spent in data preparation reflects in the
quality of the product

* Forfine-tuning you need labelled data

« Remember, that you are going to change
the models parameters with your data
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‘ Typical Setup of a Supercomputer = =

interconnect

batch-system - -

nodes

w .

- storage /
™ EEES

login node
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The Vienna Scientific Cluster

VSC-4 (2019)

790 CPU nodes

2x Intel Skylake Platinum CPUs

2x 24 cores per CPU
96 GB of memory per node

VSC-5 (2022)

770 CPU nodes

«  2x AMD EPYC Milan

 2x 64 cores per CPU
« 512 GB of memory per node

60 GPU nodes 2x NVIDIA A100,
« 40 GB memory per GPU

40 GPU nodes 2x NVIDIA A40
« 40 GB memory per GPU


https://nvidia.com/de-de/data-center/a100/
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Problems Arise

I’'m too big for this
GPU. I need to lose
some weight(s).

Data and Model too large

You might quickly encounter a situation in
which you data and model no longer fit in
your GPU’s memory.

Memory footprint estimation for Mistral /B:

7/ x4 =28 GB of GPU memory
/ x4 x2=>56GB of CPU memory

/ comes from /B parameters
4 stands for 4 Bytes per parameter
2 stands for 2 GPUs per node



Data Parallelism

Llama Model

GPUs

AAAAAAA



Model Parallelism

Llama Model

AAAAAAA
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Model Parallelism

Pipeline paraIIeI tensor parallel

Model split up along layers

Each GPU gets one or several layers

Results are synced at the end of every step
Important: Largest layer needs to fit in GPU’'s memory

Tensor parallel o
pipeline parallel

* FEvery tensoris split up into several chunks

* One GPU gets one shard of the whole tensor
* Each shard gets processed seperately

* Results are synced at the end of every step




Fine-tuning a Model on the VSC

#!/bin/bash
--job-name=LLM_mistral_chat
--nodes=2
; 'H --ntasks-per-node=1 # crucial - only 1 task per dist per node!
¢ VSC access ' --cpus-per-task=256 # incl hyperthreading
--partition=zen3_0512_al00x2
3 : --gos=zen3_0512_al00x2
Working env gres—gpu:2
SBATCH --output=/home/fs71550/simeon/LLM_Jurikatur/output/mistral_chat-%x-%j.out
S #SBATCH --r rvation=eur rainin
A Tralnlng data lS C eservation=eurocc_tra g

-e

* Python scripts

# Change Conda env:
module load miniconda3

i i "$(conda shell.bash hook)"
* (:C)ﬂf]g files conda activate /gpfs/data/fs71550/simeon/env/LLM_env_katrin

; # Find avaliable node names
[ ]
Slurm SCrlpt nodes scontrol show hostnames "$SLURM_JOB_NODELIST"

nodes_array=($nodes

* Off you go!

node_0=%${nodes_array[0]}




Inference

HPC systems ideal for training a model,
but not for inference.

While you can use them for test

purposes, better host your model on a gradio Qudean 4 Do Guds £ Poygroind [ Cusom Componens™ & Communy -
suitable platform such as Huggingface's B
Hosted Inference API, and other cloud e E—

nitializatio
Interface !

provider or on your company's servers. S0 0 et

TabbedInterface
Blocks

Block Layouts
Row ChatlInterface is Gradio's high-level abstraction for creating chatbot Uls, and allows you to create a web-

YO u Ca n th e n e a S i Ly m a ke U Se Of a p re - Column based demo around a chatbot model in a few lines of code. Only one parameter is required: fn, which

Tab takes a function that governs the response of the chatbot based on the user input and chat history.

b u | L-t user | nte rfa ce Of \/O ur c h 0 | ce. :z:zﬁm Additional parameters can be used to control the appearance and behavior of the demo.
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EuroCC

Fully funded EU project

EuroCC is EU-funded international initiative
aimed to support the uptake of Al and High-
Performance Computing (HPC) in Europe

Set up of 32 National Competence Centres
(NCCs) across Europe

EuroCC Austria is one of them

Service Provider for Al, HPC and HPDA
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Need More Compute-Power?

LUMI

* Fastest supercomputer in Europe and
the fifth fastest globally.

* Sustained computing power (HPL) is
380 petaflops

* Over 262 000 AMD EPYC CPU cores

* Equipped with AMD Radeon Instinct
MI250X GPUs

https://www.lumi-supercomputer.eu/

Leonardo

* Second fastest supercomputer in
Europe and the sixth fastest globally.

* Sustained computing power (HPL) is
239 petaflops

* Intel new gen Sapphire Rapids 56 cores

* Equipped with custom NVIDIA A100
SXM6 64GB GPUs

https://leonardo-supercomputer.cineca.eu/



https://www.lumi-supercomputer.eu/
https://leonardo-supercomputer.cineca.eu/

European HPC
Landscape

EuroHPC JU systems

Different access modes:

Calls for Proposals

EuroHPC development access:
Opportunity to test the system

Applicants can request a small number
of node hours to get acquainted with
the supercomputers to further develop

their software.
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LUMI
Finland

MELUXINA

Luxemburg

KAROLINA
Czech Republic
VEGA

Slovenia

DISCOVERER
Bulgaris

DEUCALION
Portugal

. ®°

MARENOSTRUM 5 LEONARDO
Spain Italy



https://eurohpc-ju.europa.eu/access-our-supercomputers/access-policy-and-faq_en
https://eurohpc-ju.europa.eu/eurohpc-ju-call-proposals-development-access_en

Wrap-up

We are here to help

RAG and/or fine-tuning useful to businesses
Training from scratch for developers

EuroCC can help you with the HPC side of things
* Access to a supercomputer

* Consulting
* Training

Don‘t hesitate to contact us!
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EuroCC Austria

STAY IN TOUCH

@eurocc_austria

eurocc-austria.at
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This project has received funding from the European High-Performance Computing Joint Undertaking (JU) under grant
agreement No 101101903. The JU receives support from the Digital Europe Programme and Germany, Bulgaria, Austria,
Croatia, Cyprus, Czech Republic, Denmark, Estonia, Finland, Greece, Hungary, Ireland, Italy, Lithuania, Latvia, Poland, Portugal,

Romania, Slovenia, Spain, Sweden, France, Netherlands, Belgium, Luxembourg, Slovakia, Norway, Turkiye, Republic of North
Macedonia, Iceland, Montenegro, Serbia
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